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Abstract. Stroke, the second largest leading cause of death among all chronic diseases, is 

affecting about 101 million people in the world currently. It is estimated that this number of 

stroke cases will increase by 2.25 by the year 2050. Considering the large number of potential 

patients with stroke, a mathematical model is designed to predict one’s risk of having a stroke in 

the future based on one’s basic health data using machinery methods. Using the algorithm of 

Logistic Regression, the model reaches an accuracy of 92.28% when predicting whether one has 

a stroke, the model also validates that hypertension is the leading cause of the incidence of stroke 

by finding out the highest correlation value among all the feature variables. People who would 

like to know their probability of having a stroke can use the model, then they can have some 

precautionary measures to lower the likelihood of happening of stroke based on the prediction 

given, which helps save the medical costs and overuse of medical resources. Governments can 

enact policies and allocate medical resources based on the predictions made by the model. 
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1.  Introduction 

According to the World Stroke Organization, it is estimated that around 101 million people are living 

with stroke worldwide. Based on a study by the World Health Organization, among all chronic diseases 

that cause death, stroke ranks second [1]. There are around 4.5 million deaths a year from stroke 

worldwide [2]. Moreover, the forecasts conducted by George Howard and David C. Goff point out that 

by the year 2050, the number of stroke cases will increase by 2.25 times [3]. The incurrence of stroke 

causes death and disabilities, such as impaired speech, restricted physical abilities, paralysis, and so 

forth. A specific example is Louis Victor Leborgne, who could only pronounce “Tan” due to the 

impairment of Broca’s area, a part of the cerebral cortex, which regulates speech production caused by 

stroke [4]. Due to the large number of potential stroke patients and the severity of getting a stroke, it is 

essential to develop a mathematical model to predict people’s risk of having a stroke in the future, to 

inform those who are likely to have a stroke to take some precautions to lower the probability of having 

stroke. Moreover, the predictive model can find out certain patterns and characteristics of stroke cases. 

In this way, people can prevent the incurrence of stroke more precisely and specifically by changing 

their lifestyles or other methods.  

According to historical data analysis, it is confirmed that there are several risk factors for stroke. The 

World Stroke Organization has claimed that the ten main risk factors (in descending order) of stroke are 

high systolic blood pressure, high body index mass, high fasting glucose, air pollution, smoking, 

Proceedings of the 2nd International Conference on Modern Medicine and Global Health
DOI: 10.54254/2753-8818/17/20240623

© 2023 The Authors. This is an open access article distributed under the terms of the Creative Commons Attribution License 4.0
(https://creativecommons.org/licenses/by/4.0/).

13



  

unbalanced diet, high cholesterol level, kidney dysfunction, alcohol, and low physical activity. Among 

these risk factors, previous research conducted by the World Stroke Organization suggested that high 

systolic blood pressure is the most important risk factor for stroke [5]. In the mathematical model, it is 

expected to find the correlations between feature variables and stroke, to confirm the correctness of the 

leading stroke risk factors.  

Even though the modern medical system has already developed advanced technologies that inspect 

whether one is suffering from stroke based on various symptoms and scanning [6], there is a lack of 

detection of stroke before the occurrence of symptoms. Therefore, a research gap exists in that people 

have few approaches to check whether they will have a stroke until the symptoms of stroke develop. 

The research and the model are helpful for potential patients of stroke to check the risk and probability 

of having a stroke in the future. It is both beneficial in economical and humanistic aspects because for 

the former, precautions for stroke will cost less than having treatment after symptoms develop; for the 

latter, people will be less likely to suffer from the symptoms of stroke, such as paralysis, restricted 

physical abilities and so forth, which can be mentally destructive to patients. Besides, governments can 

make medical planning and allocate medical resources previously based on the data reported by citizens.  

2.  Methods 

2.1.  Data Sources 

The dataset of stroke and its risk factors are acquired from Kaggle, which provides a large number of 

resources and datasets about stroke available for machine learning and data analysis [7]. The dataset 

contains over 40,000 cases of individuals who either are suffering from a stroke or are not being 

examined as having the symptoms of a stroke, which is recorded as 1 (have a stroke) or 0 (do not have 

a stroke) in the dataset. The stroke serves as the target variable in the model. The dataset also provides 

information on an individual’s sex, age, whether having hypertension or heart disease, marital status (1 

for married and 0 for not being married), work type (0 for never worked, 1 for children, 2 for government 

job, 3 for self-employed, 4 for private), residence type (1 for living in urban, 0 for living in rural area), 

average glucose level, BMI (Body Mass Index), and smoking status (1 for smokes, 0 for never smoked). 

The 10 indicators mentioned above are served as feature variables.  

2.2.  Statistical Analysis 

Without manipulation of the dataset initially, the model cannot be accurate enough. It is learned that 

there is no feature scaling of the dataset that may cause a single variable to dominate the machine 

learning algorithm or introduce biases due to the difference in scales of each variable. To be more 

specific, the numeric values of age and average glucose level are relatively large, while the number 

representing variables such as hypertension, heart disease, and smoking status is 0 or 1, which is 

comparatively small. Therefore, feature scaling is introduced to avoid the magnitude differences 

between 10 feature variables. In this way, the numeric stability is improved in the model. Missing data 

is also excluded from the dataset and the sex variable is converted into a factor to represent it as a 

categorical value instead of a numerical one. By doing so, the model learned that 0 and 1 in sex represent 

different groups instead of continuous numerical values.  

In the mathematical model, the method of Logistic Linear Regression is introduced. This method is 

appropriate when the target variable is binary [8], which just corresponds to the response of stroke (yes 

or no). In Logistic Regression, it can show the probability 𝜌𝑖 of the happening of a certain thing. It is 

calculated that the equation for the logistic regression model with only 1 predictor X is: 

log (
𝜌𝑖

1 − 𝜌𝑖
) = 𝛽0 + 𝛽1𝑋 

Similarly, by increasing the number of predictors to 10 in our model, comes out the equation:  

log (
𝜌𝑖

1 − 𝜌𝑖
) = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽10𝑋10  
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Therefore, solving for 𝜌𝑖will give out: 

𝜌𝑖 =
𝑒𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽10𝑋10

1 + 𝑒𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽10𝑋10
 

Because the dataset is relatively large, only 10% of the data is chosen to be used as the training 

dataset. With the input of different values, the model creates a best-fitted line to predict the probability 

of having a stroke. Then, a threshold is set which determines the final predicted outcome will be 0 or 1. 

If the goal is to lower the rate of missing cases that do have a stroke, the threshold should be set lower 

to make it more sensitive; if predicting a healthy person being sick is considered to avoid, the threshold 

can be set higher even though it may miss some patients who need medical assistance. All the analyses 

were undertaken in R version 4.2.1. 

However, it is still not very possible to get ideal results without weighing each variable, because 

every feature variable has a distinct influence and correlation with the target variable—stroke. In order 

to find the correlation between feature variables and target variables, a corrplot—a visualization of a 

correlation matrix that can show the correlation between every single variable—is designed. The 

correlation coefficient of stroke and other feature variables will be shown in the corrplot. Based on the 

correlation coefficients, each variable in the Logistic Regression is weighted to reflect their importance 

to stroke, respectively.  

2.3.  Outcome Measures 

As mentioned before, 10% of our data is chosen to be the train set; accordingly, the rest 90% of the data 

is being used as test data to see the accuracy of the predictive model. The confusion matrix is decided 

to be the indicator of accuracy. It is a 2*2 matrix in which rows represent actual values, while columns 

represent predicted values. It contains 4 elements, True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN), and they are shown in Table 1. TP and TN mean the model does 

the correct prediction. However, due to the sensitivity of the model, the model either has more FP or 

more FN. To be more specific, having more FP means that the model predicts a healthy individual having 

a stroke, which may cause waste in medical resources and it is a torment for the individual to be 

meaninglessly treated; having more FN means that the model predicts a patient of stroke to be healthy 

and let him go without any medical treatment. This is severe because it may cause life loss of the patient. 

To make the confusion matrix more detailed, the model performance index including accuracy, precision, 

recall, and F1-score is added. 

Table 1. Confusion matrix. Actual values. 

 Negative Positive 

Negative TN FN 

Positive FP TP 

3.  Results 

Before multiple handling of the dataset and model was given, the accuracy and overall performance of 

the predictive model were not quite ideal. With simple logistic linear regression, the initial result of the 

confusion matrix is shown in Table 2. There is only about 66% accuracy for the model, and there are 

8720 cases of FN and 4451 cases of FP, which means that the model misses a large number of patients 

and fails to cure them of stroke; it is also asking 4451 patients to be careful that they may get stroke in 

the future, the precautionary measures may cause meaningless financial loss and mental distress. To 

avoid the happening of this situation and improve the accuracy of the model, a lot of measures of 

amelioration for the model have been done.  
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Table 2. Confusion Matrix of Initial Model. 

 Negative Positive 

Negative 15019 4451 

Positive 8720 10626 

A corrplot is introduced to weigh each feature variable of the model. The corrplot gives our numeric 

values that can be used as a reference when weighing the variables [9]. According to the outcome, stroke 

has a negative correlation with sex. The negative correlation means women are more likely to suffer 

from stroke than men. As for all other 9 feature variables, stroke has a positive correlation with them, 

which indicates that aging, hypertension, cardiovascular diseases, urban living lifestyle, average blood 

sugar level, high BMI level, and smoking, may promote the occurrence of stroke. However, some of the 

feature variables present a relatively weak correlation with stroke, such as marital status, work type, and 

residence type; their correlation coefficients are only around 0.1, so lower weights were given to them. 

Other variables such as hypertension, heart disease, average glucose level, and smoking status show a 

moderately strong correlation with the target variable; correlation coefficients are about 0.6 to 0.7 in 

these feature variables, thus higher weights were given to them in the logistic regression model. After 

preprocessing the dataset and weighting feature variables, the performance of the predictive model 

becomes. The accuracy, precision, recall, and f1-score all increase to around 90%.  

Table 3. Corrplot of Correlation Coefficient between stroke and feature variables. 

Corrplot Stroke 

sex -0.29406 

age 0.2701 

hypertension 0.73423 

ever_married 0.18432 

work_type 0.06903 

residence_type 0.06323 

avg_glucose_level 0.59497 

BMI 0.29483 

smoking_status 0.53401 

heart_disease 0.65091 

stroke 1 

The model’s threshold of deciding whether one is suffering from a stroke is also adjusted slightly 

several times to see how accuracy and the confusion matrix change with the adjustment of that threshold. 

Specifically, the line is modified to 0.45, 0.5, 0,55, and 0.6. It is finally found that 0.5 is the best value 

for the threshold because it has the highest accuracy among others, and the number of FN is also the 

lowest. Therefore, the threshold is changed from previously 0.4 to now 0.5. The final accuracy reaches 

92.28% under the threshold of 0.5. (Table 4) 

Table 4. Final Confusion Matrix Result. 

 Negative Positive 

Negative 21491 1019 

Positive 1986 14320 
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4.  Discussion 

The model reaches a prediction accuracy of 92.28% and validates that hypertension is the most important 

leading cause of stroke. The strength of the model is that it can provide reliable predictions for people 

who want to be aware of their future health situation. The model is also easy to use since people can get 

their results immediately by providing some of their health data, for instance, whether they have 

hypertension or heart disease, their age, BMI, and so forth, the model will calculate their probability of 

having a stroke automatically and then report to them in a second. For people who have a higher 

probability of having a stroke, they can stay alert and try to take some precautionary measures like 

exercising regularly and eating more balanced diets to lower their BMI [10]. After a period of time of 

taking precautionary measures, they can come back and input their current indexes again to see whether 

their probability of having a stroke becomes lower.  

Clearly, there are limitations to this model. First and foremost, the accuracy of the model is not perfect 

and people cannot rely on the model’s prediction completely. To further increase the accuracy, several 

methods can be conducted. Currently, the model contains 10 feature variables and some of them are 

found loosely correlate with stroke, like work type, marital status, and residence type because their 

correlation coefficients are lower than 0.2. Therefore, it is reasonable to eliminate those variables and 

add some variables that are considered more related to stroke, such as diet, circumstance of air pollution, 

body cholesterol level, and so forth. Future studies are expected to improve the accuracy of the model 

by trying different algorithms, like K-Nearest Neighbors, and Random Forest [11].  

The future expectation is to create an easy website based on the predictive model for potential stroke 

patients in the future. The main role of the website is for people to check their probability of having a 

stroke based on the data they report. For those who have higher probabilities, the website can give them 

advice on reducing the risk of having a stroke and recommend proper hospitals for people to have a 

physical examination. The website can remind potential stroke patients to do some tasks every day to 

keep fit and ask them to report their data every week to see when their probability of having a stroke 

gets lower. With close interactions with people, the website can help people to stay away from stroke. 

Besides, the information collected and the predictions made can be useful sources for governments. If 

people are willing to give their geographical areas, it is better to gain a dataset of stroke prediction. By 

separating people into different age groups, governments can get to know previously about how the 

trend of stroke will be in their location. They can see which age group needs assistance with medical 

care to the greatest extent, so governments can allocate more funds to them specifically, thus reducing 

the issues of lack of medical resources.  

5.  Conclusion 

In the face of the large burden of potential patients with stroke, the mathematical model provides people 

with an easy and effective way to estimate their probability of having a stroke in the future. The model 

is effective because it reaches an accuracy of 92.28% using the test data from the dataset. It is also simple 

for users because they can get to know the outcome by inputting some basic health data or filling out a 

questionnaire. Based on the model, the incidence of hypertension is verified as the most crucial leading 

cause of stroke. Future improvements of the model can be done by adding related feature variables and 

modifying the algorithm of the predictive model. The study’s objective is to trace the health data of 

people to keep them away from stroke and other chronic diseases. Policymakers can acquire our 

predictive data to have an overview of the disease burden of stroke in the future, thus making pre-

arranged planning before the explosion of the stroke population.  
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