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#### Abstract

Game theory has been widely used in many fields including economics, politics and military for a long period of time. Game theory can be divided into two situations: zero-sum and non-zero-sum, since both situations can appear in the fields very often and should be of great importance to research, the objective is to maximize the finial net payoff or minimize the loss by linear programming. In zero-sum situations, this paper will create the payoff matrix and by the Max-min theorem, this paper can get the constraints to satisfy the condition of using python code, the calculation result of the code gives that strategy 3 and 4 should be the best input if the opponent is also choosing the best strategy. For non-zero-sum situation, this paper will discuss firm competition and American presidential Election, payoff matrix, linear formulation will be used to help get the result of best election result. The result shows that the resources should be put into the state with the most votes and net approval rating, python calculation will give these results.
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## 1. Introduction

Mathematical models and methods are widely used in several kinds of reality situations and are helpful in making decisions. Linear programming is one of the great mathematical methods whose requirements and constraints are represented by linear relationships. The use and purpose of using linear programming is to maximize the income or minimize the lost, which means achieve the best outcome. The application of linear programming is widely spread in numerous fields, the one that this paper will discuss is the application in solving Game theory. Game theory is the study of mathematical models of strategic interactions among rational agents, which are widely used in many fields such as social science, computer science and economics. However, for some complex situations of game theory which cannot be analyzed by mathematical methods directly, models of transformation and calculation will be needed to make them analyzable and get the satisfied payoff. The conversion depends on linear programming problem and the calculation will be solved by the algorithms related to linear programming. In that case, the development of linear programming model which can solve and analyze complex game theory and related calculation should be of important research significance. Effective linear programming model would serve as valuable reference for companies or militaries to maximize the final payoff.

The history of linear programming problem can be dated back to 1827, a method which can solve a system of solving linear inequalities was published by Fourier and was named as Fourier-Motzkin

[^0]elimination [1]. After that, the development of linear programming was rapid and in 1939, a linear programming formulation and the method which can help solve general linear programming problem was carried out by soviet mathematician and economist Leonid Kantorovich [2]. The application and effect of the method lead to the plan of expenditures and returns in order to reduce expenses of the military and to increase losses imposed on the opponent [3]. The history above is a successful example of applying linear programming into non-mathematical situations to achieve the goal of best outcome in theory. Now linear programming has been widely applied in the field of optimization, most practical problems in operations research can be solved by using linear programming model [4]. Several kinds of specified cases of linear programming, such as network flow problems and multicommodity flow problems, are considered as important enough to carry out research of related algorithms and codes. Due to the significant effect of the proper utilization of linear programming, teams that can develop more advanced linear programming model will get better outcome. Therefore, the development of linear programming models which can solve complex game theory situations is of great importance.

Game theory can be divided into two general kinds: zero-sum game and non-zero-sum game. Zerosum game involves two sides, where the income of one side must be equal to the loss of the opponent to make the sum of finial payoff be equal to zero [5]. In zero-sum situations, no cooperation and competition will appear in the relationship among the two sides which lead to the poor application, which is called a strictly competitive game [6]. In that case, non-zero-sum game can be both competitive and non- competitive which depends on the value of the sum [7]. For those kinds of complex situations, two criteria will be used to evaluate the feasibility of the model: Firstly, calculating accuracy, for example, a simple two-player zero-sum game called colonel-bolloto game, which can be commonly applied as a metaphor for electoral competition, to attract more voters to support the voters, two different political parties will put resources or money to reach the goal [8][9], a rapid enlarge will be caused as the increase of the regiments put in the battlefield and the mountains [10], Errors will be caused if the model's calculating accuracy is not qualified. Secondly, unavoidable system Error, every model will have unavoidable calculation deviation because of the disadvantage of the system itself, system with less unavoidable deviation will be of better application.

The paper's objective is to carry out proper models of linear programming which can be used to solve and calculate the best strategy and related best payoff in game theory. To achieve this goal, based on the limitations of zero-sum game, both zero-sum game and non-zero-sum game will be considered to make sure the model appliable in practical situations. The application of linear programming in Zero-sum game will be first be analyzed to develop the models and then non-zero-sum situations will be considered to perfect the model.

Linear systems, payoff matrix and some other mathematical tools will be used in the process. Finally, examples which are closed to reality, related data and python algorithms will be used to assess the validity and reliability of the models. The model can help provide valuable advice and insights for companies, militaries and so on, which can help make informed decisions.

## 2. Method

### 2.1. Data source

To ensure the authority and accuracy of the data source, Firstly, zero-sum-game situation will be discussed by assumption because of its low application. Secondly, for non-zero-sum game situations, both assumption and stock data collected from git-hub and TRED will be used. The websites have various data of statistics about game theory to confirm the comprehensiveness. The payoff and loss of two stock companies will be discussed and the 2020 American presidential election will be analyzed.

### 2.2. Zero-sum-game situations

Colonel blotto game: The background of colonel blotto is an instance of a finite two-player zero-sum game, each of Colonel Blotto and the opponent has a finite set of possible strategies, or partitions. The
situation this paper will discuss have 3 mountains and 5 regiments. 6 variables will be introduced below as Table 1 and 2 show.

Table 1. Variable name and meaning.

| The strategy of colonel blotto | Variable name |
| :--- | :---: |
| $(0,0,5)$ | $x_{1}$ |
| $(0,1,4)$ | $x_{2}$ |
| $(0,2,3)$ | $x_{3}$ |
| $(1,1,3)$ | $x_{4}$ |
| $(1,2,2)$ | $x_{5}$ |

Table 2. Variable description and range.

| Variable name | Variable range | Variable description |
| :---: | :--- | :--- |
| $\boldsymbol{x}_{\boldsymbol{0}}$ | $[-\infty,+\infty]$ | The net payoff of colonel blotto |
| $\boldsymbol{x}_{\mathbf{1}}$ | $[0,+\infty]$ | The use of strategy 1 |
| $\boldsymbol{x}_{2}$ | $[0,+\infty]$ | The use of strategy 2 |
| $\boldsymbol{x}_{3}$ | $[0,+\infty]$ | The use of strategy 3 |
| $\boldsymbol{x}_{\mathbf{4}}$ | $[0,+\infty]$ | The use of strategy 4 |
| $\boldsymbol{x}_{5}$ | $[0,+\infty]$ | The use of strategy 5 |

And because of the limit of the strategy use, one more constraint will be introduced below:

$$
\begin{equation*}
x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=1 \tag{1}
\end{equation*}
$$

Next step, linear programming will be used to help solve the problem: First, the net payoff will be defined as the difference value between Colonel Blotto's winning probability and the opponent's. Each strategy has different ranking situations so that the probability is different, by calculating this paper can get the payoff matrix:

Table 3. Net payoff matrix.

|  | $(0,0,5)$ | $(0,1,4)$ | $(0,2,3)$ | $(1,1,3)$ | $(1,2,2)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(0,0,5)$ | 0 | $\frac{-1}{3}$ | $\frac{-1}{3}$ | -1 | -1 |
| $(0,1,4)$ | $\frac{1}{3}$ | 0 | 0 | $\frac{-2}{3}$ | $\frac{-2}{3}$ |
| $(0,2,3)$ | $\frac{1}{3}$ | 0 | 0 | 0 | $\frac{1}{3}$ |
| $(1,1,3)$ | 1 | $\frac{1}{3}$ | 0 | 0 | $\frac{-1}{3}$ |
| $(1,2,2)$ | 1 | $\frac{2}{3}$ | $\frac{-1}{3}$ | $\frac{1}{3}$ | 0 |

From the data of Table 3, it can be easily explained that Colonel Blotto will focus on the minimum of each row, and the people tries to choose the row in which the minimum has the largest possible. On the other hand, the opponent will try to maximize the net payoff in each column, and the people tries to choose the column in which the maximum is the smallest possible. If Colonel Blotto plays strategy x and the opponent plays strategy y , then the net payoff to Colonel Blotto is $X^{T} M y$. For every strategy x of Colonel Blotto, the opponent will select the best response:

$$
\begin{equation*}
\beta(x)=\operatorname{Min}_{y} X^{T} y \tag{2}
\end{equation*}
$$

For every strategy y of the opponent, Colonel Blotto will select the best response:

$$
\begin{equation*}
\alpha(y)=\operatorname{Max}_{x} X^{T} y \tag{3}
\end{equation*}
$$

When Colonel Blotto selects a strategy, the commander assumes that the opponent will select the best response. Therefore, the commander seeks $x^{*}$ so that:

$$
\begin{equation*}
\beta\left(x^{*}\right)=\operatorname{Max}_{x} \operatorname{Min}_{y} X^{T} y \tag{4}
\end{equation*}
$$

The same case, the opponent will assume the same way, so that:

$$
\begin{equation*}
\alpha\left(y^{*}\right)=\operatorname{Min}_{y} \operatorname{Max}_{x} X^{T} y \tag{5}
\end{equation*}
$$

### 2.3. Non-zero-sum game situation

Most situations are non-zero-sum games, First, this paper will do the assumption that the three instrumental variables are defined as the price. For simplicity this paper assumes that three prices can be charged by the two firms (either $£ 3, £ 5$ or $£ 7$ ), that is, three strategies are open to all competitors. Two payoff matrices are shown in Table 4 and 5 .

Table 4. Payoff of Firm 1.

|  | Firm 2's strategy |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Firm 1's strategy | $£ 7$ | $£ 7$ | $£ 5$ | $£ 3$ |
|  | $£ 5$ | 150 | 60 | 50 |
|  | $£ 3$ | 180 | 160 | 40 |
|  |  | 110 | 70 |  |

Table 5. Payoff of Firm 2.

| Firm 2's strategy |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- |
| Firm 1's strategy | $£ 7$ | $£ 7$ | $£ 5$ | $£ 3$ |
|  | $£ 5$ | 110 | 70 | 30 |
|  | $£ 3$ | 120 | 90 | 50 |
|  | 60 | 100 | 130 |  |

This paper will use 3 variables to consider for what strategy can maximize Firm 1's payoff (Table $6)$.

Table 6. The variable meaning, range and meaning.

| Variable name | range | meaning |
| ---: | :--- | :--- |
| $\boldsymbol{S}_{\mathbf{0}}$ | $[0,+\infty]$ | Payoff of firm 1 |
| $\boldsymbol{S}_{\mathbf{1}}$ | $[-\infty,+\infty]$ | Net payoff of firm 1 |
| $\boldsymbol{S}_{\mathbf{2}}$ | $[0,1]$ | Use of $£ 7$ |
| $\boldsymbol{S}_{\mathbf{3}}$ | $[0,1]$ | Use of $£ 5$ |
| $\boldsymbol{S}_{\mathbf{4}}$ | $[0,1]$ | Use of $£ 3$ |

This paper can use the same formula as zero-sum situation. In example 2, the American presidential Election will be considered, most situations voting should be considered as zero-sum, but in case of the incompletion of vote count so that the election need to be considered as non-zero-sum game.

The vote count of each state is different in the 2020 American presidential Election. To simplify the statistic in 8 states which have large population will be used to create the model.

The tables below will show the approval rating, vote counts of the two electors and the net approval rating of Joe. The objective function is to maximize Joe's net approval rating to make sure that the elector can win the election (Table 7).

Table 7. Approval rating and net approval rating and votes.

| States | Approval rating <br> of Joe | Approval rating of <br> Trump | Net approval <br> rating of Joe | Vote count |
| :--- | :--- | :--- | :--- | :--- |
| Washington(WA) | $55.0 \%$ | $34.0 \%$ | $21,0 \%$ | 12 |
| California(CA) | $59.0 \%$ | $32.0 \%$ | $27.0 \%$ | 55 |
| Nevada(NV) | $52.0 \%$ | $46.0 \%$ | $6.0 \%$ | 6 |
| Colorado(CO) | $50.0 \%$ | $40.0 \%$ | $10.0 \%$ | 9 |
| Mississippi(MS) | $38.5 \%$ | $57.5 \%$ | $-19.0 \%$ | 6 |
| Kansas(KS) | $41.0 \%$ | $48.0 \%$ | $-7.0 \%$ | 6 |
| Kentucky(KY) | $38.0 \%$ | $58.0 \%$ | $-20.0 \%$ | 8 |
| Alabama(AL) | $37.4 \%$ | $58.4 \%$ | $-21.0 \%$ | 9 |

Each elector will put resources in the states to increase their approval rating so how to arrange the resources is the problem that we need to solve, we will use variables to show that in Table 8.

In the model, we assume that the relation between the resources and the efforts is linear aggressive, which means the more resources put in the state, the higher the approval rating in the state will be it can be formulated as below.

$$
\begin{equation*}
Y_{i}=\left(k_{i}+1\right) x_{i}+b_{i} \tag{6}
\end{equation*}
$$

And the objective function is below.

$$
\begin{equation*}
\sum_{i=1}^{8} \propto_{i} * Y_{i} \tag{7}
\end{equation*}
$$

Table 8. Variable range and description.

| Variable | Range | Description |
| :---: | :---: | :---: |
| $\boldsymbol{Y}_{\boldsymbol{i}}$ | $[0.374,0.69]$ | The final approval rating |
| $\boldsymbol{k}_{\boldsymbol{i}}$ | $[-0.21,0.27]$ | The net approval rating |
| $\boldsymbol{x}_{\boldsymbol{i}}$ | $[0,1]$ | The proportion of resources |
| $\boldsymbol{b}_{\boldsymbol{i}}$ | $[0.374,0.59]$ | The initial approval rating |
| $\alpha_{\boldsymbol{i}}$ | $[6,55]$ | The vote count |

The constraints are shown below. Equality constraints is the sum of the resources put in should be 1 , $\sum_{i=1}^{8} x_{i}=1$. Inequality constraints is the finial approval rating should follow the range.

$$
\begin{equation*}
0.374 \leq Y_{i} \leq 0.69 \tag{8}
\end{equation*}
$$

## 3. Results and discussion

### 3.1. Zero-sum situation

The objective function is $x_{0}$, so we can convert the game to a linear programming system: $x_{0}$ need to be maximized. Subject to the constraints below, which are transferred from Table 3.

$$
\left\{\begin{array}{c}
\frac{1}{3} x_{2}+\frac{1}{3} x_{3}+x_{4}+x_{5} \geq x_{0}  \tag{9}\\
\frac{-1}{3} x_{1}+\frac{1}{3} x_{4}+\frac{2}{3} x_{5} \geq x_{0} \\
\frac{-1}{3} x_{1}-\frac{1}{3} x_{5} \geq x_{0} \\
-x_{1}-\frac{1}{3} x_{2}+\frac{1}{3} x_{5} \geq x_{0} \\
-x_{1}-\frac{2}{3} x_{2}+\frac{1}{3} x_{3}-\frac{1}{3} x_{4} \geq x_{0} \\
x_{1}+x_{2}+x_{3}+x_{4}+x_{5}=1
\end{array}\right.
$$

For 6 variable linear programming, python algorithm will be used to help solve it: First create the objective function matrix, $\mathrm{C}=[-1,0,0,0,0,0]$. Then create the inequality constraints matrix. $\mathrm{A}=[[1$, $0,-1 / 3,-1 / 3,-1,-1],[1,1 / 3,0,0,-1 / 3,-2 / 3],[1,1 / 3,0,0,0,1 / 3],[1,1,1 / 3,0,0,-1 / 3],[1,1,2 / 3,-1 / 3$, $1 / 3,0]]$ and $\mathrm{B}=[0,0,0,0,0]$. Then Create the equality constraints matrix, $\mathrm{A}_{\mathrm{e}}$ eq $=[0,1,1,1,1,1]$, B_eq $=[1]$, Bounds $=[($ None, None $) * 1+(0$, None $) * 5]$.

Then put the variables into the function. Res $=\operatorname{linprog}\left(\mathrm{c}, \mathrm{A} \_\right.$ub $=\mathrm{A}, \mathrm{b} \_u \mathrm{~b}=\mathrm{B}, \mathrm{A} \_$eq $=\mathrm{A} \_$eq, b_eq = B_eq, bounds $=$ Bounds, method $=$ 'simplex'). The results are shown below.

Maximum of objective function: 0 . Strategy Array: $[0,0,0,0.5,0.5,0]$.
By analyzing it by python we can find that the finial result should be half $x_{3}$ and half $x_{4}$, so the sum of $x_{3}$ and $x_{4}$ is 1 , but if $x_{3}=1$ or $x_{4}=1$ the objective function value $x_{0}$ is not the same. So, we can draw a diagram to find the relation between $x_{3}, x_{4}$ and $x_{0}$ : Y -axis means the value of $x_{0}, \mathrm{X}$-axis means the value of $x_{3}$ :

$$
x_{3}+x_{4}=1(10)
$$



Figure 1. The relationship between X 0 and X 3 .


Figure 2. The trend of $\mathrm{X} 0, \mathrm{X} 3$ and X 4 .

As the Figure 1 and 4 show that when we only use strategy 3 and 4 , the net payoff will increase when $x_{3}$ increases from 0 to 0.5 and it will drop at the same speed when $x_{3}$ increases from 0.5 to 1 , which seems to be symmetric, and when $x_{3}$ is equal to 1 , the net payoff can also reach the maximum value.

### 3.2. Non-zero-sum situation

Example 1: By formulating the constraints, we can create the same pattern python code to help calculate the objective function, we will use the same function called "linprog" to make it:

Firstly, we need to calculate the objective function: S0, S1, where S0 need to be maximized. Subject to the constraints below.

$$
\left\{\begin{array}{c}
90 S_{2}+60 S_{3}+50 S_{4} \geq S_{0}  \tag{11}\\
150 S_{2}+160 S_{3}+40 S_{4} \geq S_{0} \\
180 S_{2}+110 S_{3}+70 S_{4} \geq S_{0} \\
S_{2}+S_{3}+S_{4}=1
\end{array}\right.
$$

S1 need to be maximized. Subject to the constraints below.

$$
\left\{\begin{array}{c}
-20 S_{2}-10 S_{3}+20 S_{4} \geq S_{0}  \tag{12}\\
30 S_{2}+70 S_{3}-10 S_{4} \geq S_{0} \\
120 S_{2}+10 S_{3}-60 S_{4} \geq S_{0} \\
S_{2}+S_{3}+S_{4}=1
\end{array}\right.
$$

By using the same python code below, the result will be easily calculated. The first step is to create the objective function matrix for calculating, $\mathrm{C}=[-1,0,0,0]$. Then the S 0 inequality constraints matrices should be created. $\mathrm{A}=[[-1,90,60,50],[-1,150,160,40],[-1,180,110,70]]$.

The S1 inequality constraints matrices should be created. $\mathrm{A} 1=[[-1,-20,-10,20],[-1,30,-70,-10]$, $[-1,120,10,-60]]$ and $\mathrm{B}=[0,0,0,0,0]$.

Finally, the equality constraints will be put into the function. A_eq $=[0,1,1,1]$, B_eq $=[1]$, Bounds $=\left[(\text { None, None })^{*} 1+(0,1)^{* 5}\right]$, Res $=\operatorname{linprog}\left(c, A \_u b=A, b \_u b=B, A \_e q=A \_e q, b \_e q=B \_e q\right.$, bounds $=$ Bounds, method $=' \operatorname{simplex} ')$, Res $1=\operatorname{linprog}\left(c, A \_u b=A 1, b \_u b=B, A \_e q=A \_e q, b \_e q=\right.$ B_eq, bounds $=$ Bounds, method $=$ 'simplex').

By python calculation we can get the result below. For firm 1's payoff, the results gives that the objective function is -160.00000000000006 which means the maximum of payoff is around 160 and the X-array should be $\mathrm{x}:[1.60000000 \mathrm{e}+02,4.99600361 \mathrm{e}-16,1.00000000 \mathrm{e}+00,0.00000000 \mathrm{e}+00]$ which gives us that we should use strategy 2 to maximize the payoff of firm 1.

For Firm 1's net payoff it can be shown that the objective function is -120.0 and the X -array is x : $[1.20000000 \mathrm{e}+02,1.00000000 \mathrm{e}+00,1.95399252 \mathrm{e}-14,0.00000000 \mathrm{e}+00]$ which tells that strategy 1 should be used to maximize the difference value of Firm1 and Firm 2's payoff.

### 3.3. Example 2

For American presidential election example. First the objective function needs to be calculated.

$$
\sum_{i=1}^{8} \propto_{i} * Y_{i}=14.52 x_{1}+69.85 x_{2}+6.36 x_{3}+9.9 x_{4}+4.86 x_{5}+5.58 x_{6}+6.4 x_{7}+7.11 x_{8}+
$$

The constraints need to be calculated.


Figure 3. Variable range.
As Figure 3 shows that the range of $x_{5}, x_{7}$ and $x_{8}$ is much higher than others. After that the linprog python code will be used again to get the best optimization. The result will give us the data below. The maximum of objective function is 5.567740015157824 . The x -array is $[8.88701645 \mathrm{e}-11,5.33611050 \mathrm{e}-$ $11, \quad 1.60000000 \mathrm{e}-01, \quad 2.44540854 \mathrm{e}-10, \quad 3.76000000 \mathrm{e}-01, \quad 3.00999999 \mathrm{e}-01, \quad 1.63000002 \mathrm{e}-01$, $2.96879579 \mathrm{e}-10]$.


Figure 4. Each percentage of resources in the state.
From figure 4 it can be shown that only MS, KS, NV and KY need to be put in resources to maximize the approval rating while following the variable range.

## 4. Conclusion

The objective of this study is to investigate the application of linear programming in game theory in order to help maximize the net payoff of companies, military or politics, or minimize the loss in competition. By using the assumption such as colonel-blotto game and the data of the 2020 American presidential Election voting situations, a multiple linear programming application and relevant python codes were used to find that the resources should be put in the Washington(WA) and California(CA) most and in other states the results are close so that the influence could be ignored, in other fields like the competition and cooperation between companies could also be solved like that in the linear programming model.
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