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Abstract. Predicting stock prices has long been a subject of keen interest due to its financial 

implications and inherent complexity. The examination of existing literature suggests the need 

for a focused study encompassing a diverse spectrum of stocks within a specific sector. In this 

research, the author evaluates the efficacy of the AutoRegressive Integrated Moving Average 

(ARIMA) model in forecasting Google’s stock performance. The data used in this paper comes 

from the Chinese corn market price of 2018 to October 2023. The selection of the ARIMA model 

is based on its widespread acceptance and straightforward nature. This paper also explores how 

the accuracy of predictions is influenced by various historical data points. Simultaneously, the 

projections indicate that Google’s stock is poised for continued growth in the upcoming weeks. 

This investigation aims to provide valuable insights into the stock market’s behaviour, 

particularly within the context of Google, by leveraging the ARIMA model’s capabilities. 
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1.  Introduction 

The stock market, a dynamic and ever-evolving arena, plays a multifaceted role in financial decision-

making. Analysis and forecasting of stocks hold pivotal significance, aiding investors in making 

informed investment choices, mitigating risks, managing investor relations, and optimising asset 

allocations [1, 2]. Additionally, it serves as a vital source of capital for countless investors [3]. Within 

this dynamic landscape, the stock market offers an endless realm of possibilities for traders, investors, 

and corporate leaders. Google, now known as Alphabet Inc., stands as a technological powerhouse that 

consistently redefines innovation and growth. The understanding of Google’s stock price trends holds 

great importance for investors and offers a valuable case study for financial analysis and forecasting. In 

this ever-evolving market, tracking Google’s stock provides valuable insights into the evolving 

landscape of technology and finance, making it a subject of continuous interest and exploration. 

The analysis and forecasting of stock prices encompass a multitude of diverse methodologies, each 

with its unique set of strengths and weaknesses. Fundamental analysis entails the evaluation of a stock’s 

intrinsic value based on financial data and market conditions [4]. This approach provides a 

comprehensive and holistic viewpoint but may struggle to elucidate the constantly shifting tides of 

market sentiment. On the other hand, technical analysis delves into historical price and trading volume 

data, primarily seeking to identify short-term trends and trading opportunities [5]. Nevertheless, it is 

prone to the influence of noise and might not effectively capture fundamental changes in a stock’s value. 

Sentiment analysis harnesses the power of social media and Natural Language Processing (NLP) to 
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access real-time sentiment data [6], while machine learning and artificial intelligence employ 

sophisticated algorithms for data-driven predictions. Each of these methods brings its unique set of 

advantages and disadvantages to the table.  

Mondal et al. (2014) studied ARIMA models on 56 Indian stocks from different industries to assess 

their predictive accuracy for stock market trends. ARIMA order selection was based on AIC, and the 

study found consistent accuracy across various training dataset sizes. Model accuracy, measured with 

MAE, reached 85%, albeit varying by industry. In this experiment, while the ARIMA model shows great 

potential in stock market forecasting, it exhibits subtle differences when analyzing specific industries 

and faces limitations in capturing non-linear market trends [7]. Bandyopadhyay & Guha (2016) 

employed ARIMA (1,1,1) to predict future gold prices, determined via ACF and PACF plots. The model 

was evaluated using RMSE, MAPE, MAE, BIC, and Lung’s box Q statistic. However, it has limitations 

in detecting small variations, unsuitable for rapid changes, and relies on linear historical data despite 

non-linearity in gold prices [8]. Kobiela, Dariusz, et al., study compared ARIMA and LSTM models 

using NASDAQ data to predict daily and monthly average prices for selected companies. It evaluates 

model performance based on input data, parameters, and features using mean square error (MSE) and 

mean absolute percentage error (MAPE). ARIMA is superior to LSTM, especially in multi-period 

forecasting, with specific parameters and a longer data window [9]. Zhou, Liwen used an ARIMA(2,1,2) 

model to predict the price of the Chinese corn market, providing short-term forecasting capabilities. 

While effective in capturing short-term price fluctuations, it may lack accuracy for long-term predictions 

and requires frequent data updates to maintain reliability [10]. 

The ARIMA model is a robust technique in econometrics and time series analysis used to predict 

future values based on historical data patterns [11]. Its application, particularly in the realm of financial 

analysis and stock price forecasting, has garnered significant attention. However, it necessitates stringent 

data requirements. This paper exclusively focuses on forecasting Google stock prices and delves into 

the application of the ARIMA model. The study reveals the methodology, challenges, and potential 

insights this approach can provide when analysing and predicting Google’s stock prices. 

2.  Methods  

2.1.  Data source 

The data in this paper is gathered from Yahoo finance and includes multiple historical values for 

Amazon’s stock from 2018-01-01 to 2023-10-17. There are in total 6 variables in the dataset and 304 

observations. 

2.2.  ARIMA Model 

AutoRegressive Integrated Moving Average (ARIMA) model is a powerful tool in time series analysis, 

combining autoregressive (AR) and moving average (MA) processes to build models. It focuses on 

assessing the integrative properties of time series data, essentially achieving data stability through 

differencing. Stationary time series exhibit consistent mean and variance, with values not significantly 

deviating from their initial values, and covariance reliant on time intervals rather than start times. 

Constructing an ARIMA model typically involves three phases: identification, estimation and testing, 

and diagnostic examination. In the identification phase, time series characteristics are evaluated to 

determine if differencing is required for achieving stationarity. The estimation and testing phase entails 

parameter estimation and model selection based on various criteria, including parameter significance, 

error measures, and information criteria. The final step, diagnostic checks, analyse the properties of 

model residuals to assess its suitability for forecasting. ARIMA models find widespread application in 

the financial sector, notably in stock price prediction. They can be employed for the analysis of both 

stationary and non-stationary time series data, offering valuable insights into market trends and price 

movements. In summary, the ARIMA model assumes a pivotal role in time series analysis, facilitating 

comprehension and prediction of time-related data behaviors. 
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3.  Results and discussion 

The closing price, denoting a stock’s value at the end of a trading day [2], serves as a critical metric. 

Analyzing Google’s stock with a weekly focus on one day’s closing price offers a streamlined approach, 

simplifying the data while emphasising significant weekly trends. This method excels in capturing long-

term trading patterns, making it particularly appealing to investors with a broader perspective. The 

approach effectively filters out market noise, enhancing the ability to identify overarching trends. Figure 

1 presents a comprehensive dataset, encompassing the closing prices for each week from 2018 to 

10/17/2023, totalling 304 data points. This extensive dataset provides a rich source of information for 

investors and analysts seeking to gain insights into Google’s stock performance over an extended period. 

The weekly granularity allows for a macroscopic view, aiding in the recognition of enduring trends and 

patterns in Google’s stock value (Figure 1). 

 

Figure 1. The closing stock price of Google per week from 01/01/2018-10/17/2023. 

Prior to establishing the ARIMA model, it’s imperative that the data displays stationarity in both 

mean and variance. A thorough analysis of Figure 1’s time series data plot reveals a prominent upward 

trend along with fluctuations in stock growth, highlighting non-stationarity in both mean and variance. 

To optimise the fit of the ARIMA model, addressing this non-stationarity in the recorded closing prices 

is crucial. In the context of the dataset utilised in the article, it necessitates applying first-order 

differencing to achieve the desired stationarity, facilitating more accurate and effective time series 

modelling and analysis (Figure 2). 

 

Figure 2. Differentiated stock price. 
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The results of the Augmented Dickey-Fuller (ADF) test for the time series ‘d_st’ (data after first 

differencing) suggest that the data is likely stationary. The Dickey-Fuller statistic of -6.9411, 

accompanied by a low p-value of 0.01, leads to the rejection of the null hypothesis in favour of 

stationarity, indicating that the data has indeed achieved stationarity. Stationary data is of paramount 

importance for various time series analysis methods, simplifying the data and facilitating more accurate 

modelling and forecasting. These results affirm that differencing or other techniques have effectively 

eliminated non-stationary components from the ‘d_st’ time series. 

The stationarity of the data was tested using the Augmented Dickey-Fuller (ADF) test, and measures 

such as logarithmic transformation and differencing were applied to stabilise the time series data. Since 

the data didn’t exhibit any seasonal patterns, it was treated as non-seasonal and made stationary 

accordingly. In the ACF plot of the ARIMA model, a lag value of 2 was identified as the most suitable 

choice, indicating the strongest autocorrelation at this lag. This finding is pivotal for determining the 

order of the AR component in the model (Figure 3). 

 

Figure 3. ACF Plot. 

In the PACF plot of the ARIMA model, a lag value of 2 emerged as the most appropriate choice, 

signifying the highest partial autocorrelation at this particular lag. This observation plays a crucial role 

in establishing the order of the AutoRegressive (AR) component within the ARIMA model. Identifying 

the optimal value for ‘p’ in the model’s (p,d,q) parameters is essential for capturing the unidirectional 

influence of past observations on future data points, ensuring an accurate representation of the time 

series dynamics (Figure 4). 

 

Figure 4. PACF Plot. 
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Drawing from an analysis of Google’s stock price data spanning from 2018 to October 2023, an 

ARIMA(2,1,2) model was employed to project future prices, further validating the model’s reliability. 

The forecasted plot reveals an overall upward trajectory in the stock data. Notably, the actual prices 

align with the forecasted confidence interval, demonstrated by the match between the closing price on 

10/20 and that on 10/16. These findings indicate that the established model boasts a robust fit and can 

offer accurate predictions for Google’s stock prices, emphasising its credibility in forecasting the future 

performance of this market (Figure 5). 

 

Figure 5.  Stock forecasting. 

4.  Conclusion 

In this paper, ARIMA model of time series analysis is used to predict the change of Google stock price, 

and ARIMA(2,1,2) model is established. Using this model to analyse the Chinese corn market price 

from 2018 to October 2023, we can predict the change of Chinese stock price. Since the price series in 

the actual analysis will change with the changes of many factors, this model can predict the changes of 

stock prices relatively well, and the prices in the series are generally random. When making forecasts 

using past real price data, there will inevitably be some error. But the overall trend is consistent with 

real data. While the ARIMA model shows promise, especially when it comes to capturing long-term 

trends, it may face limitations, such as difficulty capturing non-linear market trends. By understanding 

the strengths and weaknesses of the ARIMA model and adapting it to specific industries, the ARIMA 

model can serve as a valuable tool for stock price forecasting. The stock market remains an evolving 

field where the interplay of technology and finance continues to shape investment opportunities and 

decisions. As investors and analysts navigate this dynamic arena, they rely on a variety of methods, 

including the ARIMA model, to uncover valuable insights and make informed choices that contribute 

to the continued evolution of financial markets and the technology industry. 
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