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Abstract. With the increasing degree of informatization in today's society, the presentation of problems has become more complex, which puts forward higher requirements for people's ability to solve problems. Python is a popular language recently, and it is very popular among developers because of the many mature libraries that are encapsulated in it. People can use related libraries in Python and use open-source related libraries for algorithm research. The main purpose of this paper is to study the optimization platform of the model based on Python. This paper mainly analyzes the characteristics of the Python language and the structure of Python programming, and uses the relevant database of Python to realize the modeling work. The experiment shows that the accuracy of the decision tree model is 96.94%, the accuracy of the KNN classification model is 89.05%.
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1. Introduction
Over the years, Python has become the first choice for many people to perform a data analysis and model prediction. Because the Python language is extremely simple and well-known to the public, many people like to use Python. For Python, it can be said that everyone is very familiar with it. At present, Python is a modeling language that is used a lot today. Its inventor is Van Rossum. His expectation at the time was to make beginners more convenient learning, compared to C language, it is easier to carry out a communication. In the subsequent development process, with the continuous change of technology and technology, the Python compiler was also invented [1, 2].

In their research on Python and model optimization platform design, Farina et al. introduced disrupt, a Python package for distributed optimization of networks [3]. Focus on collaborative settings, where optimization problems must be solved by peer-to-peer processors (without a central coordinator) that only have access to partial knowledge of the entire problem. A simple syntax is designed to allow easy modeling of the problem. Ullah proposed a Biogeography-Based Optimization (BBO) method to optimize the current coefficients of Constructive Cost Model (COCOMO-II) to better estimate the cost or effort of a software project [4]. Experiments are performed on two standard datasets: NASA-93 and the Turkish Industrial Software Project. The performance of the proposed algorithm called BBO-COCOMO-II is evaluated.

This paper mainly focuses on Python, and conducts related research on the model optimization platform. This paper mainly introduces the advantages of the Python language; analyzes the Python program structure diagram and from the perspective of top-level design, we can divide Python into three
components; analyzes the initial feature set space feature design, and proposes related calculations; training and experimentation. This paper uses Python language design to make the model optimization platform more accurate, easier for customers to analyze and read, and lay the foundation for subsequent research.

2. Design and research of model optimization platform based on python

2.1. The advantages of the python language

The Python language pays more attention to the high readability of the code, so that customers can analyze the meaning of the language more intuitively, and it is easier to write and modify subsequent programs. Compared with the C language, its expression is very similar, including the expression of statements, such as: if, for, while statement, etc. [5, 6]. The Python language has many advantages, as follows:

Simple and clear. The module statement is simple and easy to understand, you don't need to understand the meaning of the statement itself, you only need to pay attention to the content of the written statement.

Open source. It is one of the open source software, and users can re-package and modify the code into other software as needed.

Scalability. If the publisher does not wish to open source the code, it can be packaged in C or C++, and finally in a Python language module.

Embeddability. The Python language can be embedded in C or C++ so that its scripting capabilities can be applied.

Rich standard library. The Python language standard library is powerful, can handle all kinds of work, meet more requirements, and has complete functions.

Code specification. The Python language does not need to be compiled to binary code.

As mentioned above, the Python language has a powerful standard library, and it also provides a large number of application modules, which users can directly call and apply according to their own needs. Python language can be mature and widely used in website data crawling, data operation, image system, and Web system development. The Python language has many advantages, and we will not enumerate them one by one here, but it also has certain limitations. For example, compared with the C language, the running speed is slower, because it translates each line of code into the system CPU. A computer language that can be read and therefore runs at a lower speed. Of course, as an open source language, it also means that the language cannot be encrypted [7, 8].

2.2. The programming structure of python

From a top-level design perspective, Python can be divided into three components:

The code file File Groups generally includes libraries and modules, in addition to user-defined modules.

The runtime environment Runtime Env contains basic type structures and runtime objects, as well as

![Figure 1. Python program structure diagram.](image)
memory allocators and real-time runtime status information.

File Groups is also our code. In the process of writing Python code, we will have code modules written by ourselves, as well as modules generated by the dependent core and third-party modules and library files (so library under Linux, And under Windows is the dll library).

Here datetime belongs to the core module, and requests is a third-party module. This code originally belongs to the user-defined code module.

Scanner is a work responsible for lexical analysis. It can separate tokens line by line. Parser is responsible for syntax analysis, condensing tokens into abstract syntax trees, and Compiler transforming syntax trees into instruction sets. The bytecode stream can finally be used by Code Evaluator for enterprises to execute our data bytecode.

Object and Type Structure, the former is the object that appears in the running process of the program, and the latter is a built-in object in Python, such as int, List, dict, etc.

However, the Memory Allocator is responsible for applying for the memory required to create an object, which itself is to encapsulate the malloc() function in the C language.

Current State is responsible for maintaining various types of state information that appear during operation, so that in the process of program execution, if the state changes (normal state and abnormal state), it can still run normally [9, 10].

2.3. Characteristics of data selection
The selection of data should have the following characteristics:

Uniqueness. The collected data must be unique, and the duplicate data can be filtered to a certain extent in the preliminary data screening stage. For example, there may be multiple time-sensitive recruitment data for the same job recruitment information of the same company, so the latest recruitment data will be taken as the main, and the original old data will be covered. In this way, the preliminary data uniqueness rules are achieved.

Accuracy. The collected data will have multiple dimensions, and the dimension information that can accurately describe the data is selected in the data collection stage. If there is less relevant or obviously irrelevant dimension information, it can be removed at this stage [11, 12].

Correlation. The collected data needs to be related in one dimension or several dimensions.

2.4. Initial feature set spatial feature design
Spatial features are intended to reflect the spatial structure of the code and the properties of the information level. Among the spatial features, the number of program branches, the depth of code blocks and the McCabe complexity reflect the structural characteristics of the code, the Halstead index reflects the capacity complexity of the code, and the function cohesion and code entropy reflect the cohesion level and information content of the code. The code features reflected by the spatial features are deeper than the text-level features, and are an important complement and part of the feature set.

(1) Function cohesion
The lack of cohesion of functions negatively affects source code quality and correlates with the number of defects. In the code of beginners, it is easy to appear complex functions. This system is based on Python code, takes function cohesion into consideration, and uses the degree of overlap of words between different statement blocks in the function as the basis for judgment. The algorithm for calculating the cohesion of a function is shown in Algorithm 1. The formulas for the degree of lexical overlap and functional cohesion are as follows:

\[
\text{degree of lexical overlap}_{B_1, B_2} = \frac{|B_1[\text{Token}] \cap B_2[\text{Token}]|}{|B_1[\text{Token}] \cup B_2[\text{Token}]|}
\]

\[
\text{functional cohesion} = \max(\text{degree of lexical overlap}[B_i, B_j])
\]

(2) Code entropy
Code Entropy (Information Entropy): Entropy is often viewed as the complexity, degree of disorder, or amount of information in a signal or dataset. Calculate the entropy of a piece of code with the following
formula, where \( x_i \) is a Token in the code fragment, and \( \text{count}(x_i) \) is the number of occurrences of \( x_i \).

\[
p(x_i) = \frac{\text{count}(x_i)}{\sum_{j=1}^{n} \text{count}(x_j)}
\]

(2) Halstead complexity
Halstead complexity uses two indicators, Program Vocabulary and Program Volume, and the formulas are:

Program Vocabulary: \( n = n1 + n2 \)
Program Volume: \( V = (N1 + N2) \times \log_2(n) \)  

(4) McCabe complexity
The McCabe complexity is calculated as follows:

\[
V(G) = e^{-n+2}
\]

(5)

3. Experimental research on model optimization platform based on python

3.1. Python and database interface
Python needs to connect to a database during operation. Whether it is MySQL, SQL Server or PostgreSQL, cursors can be used, so learning to use Python DB-API is a must. Because DB-API can provide the same interface for different databases, it makes the following operations and porting code very simple. Various databases for Python are as follows:

![Python database interface process](image)

**Figure 2.** Python database interface process.

Various different types of databases:

IBM DB2: The management system of this database was invented by IBM. The advantage of this database is that it can be used by multiple users to perform a query process.

Firebird (and Interbase): This database is very convenient and fast, and it has good applicability for some companies that do not have very large requirements.

Informix: This is also invented by IBM, this is a fairly large database, similar to IBM DB2, is used to process IBM transactions online.

Ingres: It is an ancient database management system. The code adopted is the BSD license. Now some mainstream databases such as Sybase and Server are all developed and generated based on it, so this is a database that has a huge impact on the history of computer development.

MySQL: The invention of this library comes from Oracle Corporation. It is the most popular database in the world. It is very convenient and easy to use. It can be seen from small personal computers to large companies.

Oracle: This is the most mature library about Oracle, and it is also a library that is widely used by everyone. It is very convenient. For our users, the porting performance is also very good, and it can be used in various computers surroundings.
PostgreSQL: The original name of PostgreSQL is POSTGRES. As a database management system, it is relational. It can support most SQL standards and also give some other modern features, such as foreign keys, triggers, MVCC and Views, etc., in addition to this data management system can also be extended.

3.2. Model iterative training
Abstract the training process into an automatic iterative training process:

1. Feature set preparation: extract the feature values of the code fragments in the training set; remove the outliers in the feature values; format the data according to the data structure required by the XGBoost model training set.

2. Model training: The feature set will change each time, so adjust the model input; during model training, pay attention to overfitting prevention; in each iteration process, use ten-fold cross-check to calculate the prediction accuracy of the model.

3. Evaluation model: Evaluate the accuracy of the model and determine whether to continue the iteration. When the accuracy of the model has a large gap (>4%) or the size of the feature set reaches the expected (10-15), the iteration is stopped, and the feature set and the model at this time are output.

4. Evaluation feature set: obtain the influence of features on readability; remove the features with the lowest weight to form a new feature set.

4. Experimental analysis of model optimization platform based on python

4.1. Model feature analysis
The model is output when the iteration stops, and the model is considered to be the optimal model at this time. At this time, the feature set and contribution are as follows:

As can be seen from Figure 3, spatial features and Code-Smell features have an important impact on the readability judgment, and the addition of these two features is an important enrichment to the classic
readability feature set.

4.2. Model evaluation
(1) Decision tree
  1) Modeling based on decision tree algorithm
  Use python's sklearn library to prepare training and test sets during the modeling phase. The training
set generates the data model, and the test set tests the generated model. How to generate an effective
dataset is a key step in the modeling process, and decision tree modeling is done through sklearn's
DecisionTreeClassifier.
  2) Decision tree model evaluation
  Perform prediction operations on the x_test, y_test test sets. pre is the prediction result generated by
the test set. This method has been encapsulated in sklearn. The following code is used to generate a
confusion matrix and evaluate the classification results of the model.

```python
# Generate confusion matrix results using metrics' confusion_matrix
```

The results are as follows:

<table>
<thead>
<tr>
<th>Predicted value/Actual value</th>
<th>0 (lower)</th>
<th>1 (suitable)</th>
<th>2 (higher)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (lower)</td>
<td>358</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>1 (suitable)</td>
<td>1</td>
<td>570</td>
<td>0</td>
</tr>
<tr>
<td>2 (higher)</td>
<td>7</td>
<td>12</td>
<td>55</td>
</tr>
</tbody>
</table>

Through the confusion matrix, the recognition rate and misclassification rate of the model can be
obtained, as shown in the following table:

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>96.94%</td>
<td>3.06%</td>
</tr>
</tbody>
</table>

(2) KNN algorithm
  1) Modeling based on KNN algorithm
  The KNN algorithm is similar to the decision tree classifier generation process. It is also necessary
to separate and extract two sets of data sets (training set and test set). The KNN algorithm is modeled
by the KNeighborsClassifier method of sklearn.
  2) KNN classification model evaluation:
  As in the previous section, make predictions on the model through the test set and analyze the
predicted results. The results are as follows:

<table>
<thead>
<tr>
<th>Predicted value/Actual value</th>
<th>0 (lower)</th>
<th>1 (suitable)</th>
<th>2 (higher)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 (lower)</td>
<td>312</td>
<td>41</td>
<td>16</td>
</tr>
<tr>
<td>1 (suitable)</td>
<td>11</td>
<td>556</td>
<td>4</td>
</tr>
<tr>
<td>2 (higher)</td>
<td>18</td>
<td>21</td>
<td>35</td>
</tr>
</tbody>
</table>

Through the confusion matrix, the recognition rate and misclassification rate of the model can be
obtained, as shown in the following table:

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Error rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>89.05%</td>
<td>10.95%</td>
</tr>
</tbody>
</table>

According to the process design, use the python language and its common libraries to complete the
whole process. Through the sklearn library, the model establishment of decision tree and KNN nearest
neighbor algorithm is realized. The collected datasets were tested separately. The respective accuracy
and error rates are derived from the data presented by the confusion matrix generated by the test results.

Among them, the decision tree model has an accuracy rate of 96.94% and an error rate of 3.06%.
The KNN classification model has an accuracy of 89.05% and an error of 10.95%.
5. Conclusions

This paper mainly analyzes the characteristics of the Python language and the structure of Python programming, and uses the relevant database of Python to realize the modeling work. The accuracy rate of the decision tree model reaches 96.94%. However, in the process of iterative training of the model, the accuracy of the evaluation model needs to be improved, and further research and continuous learning will be conducted in the follow-up.

Python is widely used in many different fields, such as big data analysis, establishment of predictive models, website maintenance, and third-party data crawling, etc. In these respects, Python has shown great usefulness and is widely used. Because the invention of Python is based on the convenience and inspiration of C, to a certain extent, we can use Python as a bridge to implement various commonly used libraries in C language, so that the library that can be used in C language, Python can also be achieved. In this case, when Python has just entered its infancy, it has many mature core data types, as well as some mature modules for an effective expansion.
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