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Abstract. This article mainly talks about the differences in the calculation method of rating deviation (RD) between the Glicko and Glicko-2 systems and how they affect the player’s rating differently. In addition, it also includes the logician of the Glicko-2 and how it operates in real situation. In Glicko-2, the change of RD is based on more information contained in one match unlike Glicko which is just based on the play counts. In addition, the Glicko-2 solves some problems presented in the Glicko and gives players better game experience, and rationalizes the player’s data, makes an improvement of Glicko. This article includes detailed explanations, by using some examples and figures of functions, illustrate the relationship between RD and the difference of rating, opponent’s RD, and the player’s RD itself, also give some examples of how the mechanism of calculating RD is used in other cases, like the game Tetr.io. Thus, this paper underscores the importance of new ideas in the Glicko-2 system.
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1. Introduction

Glicko is a grading mechanism mainly used in games, matches or competitions. Games can exercise people’s brains, because they force players to do faster and more precise decisions during the process of playing, thus improving people’s responsiveness. They can train people’s logical thinking, because people need to make rational decisions based on the situations. So, games are important for people, and it is also important to study the Glicko grading mechanism in games.

The Glicko contains two variables, the rating \( r \) and the rating deviation (RD) of the player. The rating reflects the strength of the player to the greatest extent, and the RD reflects the uncertainty of the player’s rating, and this is the difference between Glicko and other grading mechanism. Other grading mechanism only contains rating. For example, in Elo grading system, if player A has a rating of 1500, and he plays the game every day and player B also has a rating of 1500, but he has not played for a year. In this situation, the rating of 1500 is not very believable to score player B but can better predict the strength of player A. So, add a variance to reflect the uncertainty of player’s rating is important [1].

In Glicko, RD is higher means that the rating is more unreliable. If the player has never played the game, his RD is set by 350. And the RD will decrease linear as the play counts increase until it reaches an artificially defined minimum value. Both the step value (the reduction of RD when the play counts increase 1) and the minimum value can be reversed. The RD will increase if the player hasn’t played the game for a period time, means that the player’s strength is more and more uncertain. And the change of rating depends on RD. The player’s RD is higher, he will get more change in his rating, because his rating is unreliable. The opponent’s RD is higher, the player will receive less change in his rating. The
possible explanation for this is, because the opponent’s rating is unreliable, so people will get less information about this match, that the player’s rating has less change. But the problem is, if one gets less information about the match, that means there is less reduction of the player’s uncertainty, how can they decrease the player’s RD in a same degree? Luckily, the Glicko-2 can solve this problem.

2. Methods and theory
In Glicko system, the way to calculate rating is

\[ \varphi = \frac{l}{\sqrt{q^2RD^2 + \frac{1}{v}}} \]  

and

\[ r_{\text{new}} = r + \frac{\varphi q g(RD')(s - E(r,r',RD'))}{q} \]  

Here, \( v = \frac{1}{g(RD')^2E(r,r',RD')(1-E(r,r',RD'))} \). The estimated variance of player’s rating based on the match, which \( E(r,r',RD') = \frac{1}{g(RD')^2(r'-r)} \), the expected win rate of a player, and \( g(RD') = \frac{1}{q^2RD'/\pi^2} \). While \( q \) is a constant here and \( q = \ln_{10} \frac{400}{400} \) [2]. In addition, the symbols \( r' \) and \( RD' \) mean the opponent’s rating and RD. In the Glicko system, the calculative method of RD is

\[ RD_{\text{new}} = \max(RD_{\text{start}} - mRD_{\text{step}}, RD_{\text{end}}) \]  

However, in the Glicko-2 system, the method of calculating \( r \) is the same, while the calculative method of RD is given by

\[ RD_{\text{new}} = \frac{\varphi}{q} \]  

in which

\[ \varphi = \frac{l}{\sqrt{q^2RD^2 + \sigma^2 + \frac{1}{v}}} \]  

In the equations, the symbol \( \sigma \) here is a variance, called rating volatility [3]. But the change of this variance is very small that can be neglected in most of the situation, \( \sigma^2 \) is nearly a constant, in Tetr.io, \( \sigma \) equals to 0.06. And the main purpose of \( \sigma^2 \) is to help to maintain the minimum of the possible RD around a constant. So, according to the formulas, the change of RD in the Glicko-2 system is not linear, and it is related to all the factors, like the \( r \), RD, \( r' \), and \( RD' \). Some conclusions can be made afterwards. The author uses a game named Tetr.io, which use Glicko-2 for example, and the \( \sigma \) equals to 0.06, the minimum possible RD is around 61.

2.1. Case of opponent’s rating is closer to player’s
When opponent’s rating is closer to player’s, the more the RD of the player will reduce. The Figure 1 below shows that how the player’s RD change if a player with RD 61 meets with another player with RD 61 and different rating [4]. Because when opponent’s rating is close to the player’s rating, that means the two players have the similar strength, so, more “information” can be collected due to this game. If two players with ratings of 1000 with RD of 61 and 2000 also with RD of 61 meet, they have a large difference with rating. Suppose the first player lose, then his rating goes to 999.924. But based on the expected win rate, the first player almost cannot win the second one, so, he loses the game and loses the rating is almost inevitable. And based on the previous games, the rating of 1000 is the best estimate of the strength of this player. So, when he loses this game, the uncertainty of the new rating is larger. The same thing will happen when first player accidentally wins the game, his rating will go to 1021.56. Because based on the rating, his opponent is much better than him. So, when he wins the game, means that the new rating is more uncertain, the RD rises to 61.8709.
According to the rating in Tetr.io, the distribution of players shows a Gaussian-like behavior. People can see that on when the rating is bigger than 3000, the player base is very small. So, a player with rating that high may not always find an opponent who has nearly the same rating as him. So, the lowest RD of these players is a little higher than other players. And this perfectly suit the matchmaking mechanism of Tetr.io: When a player enter matchmaking, there is a scope of rating, if another player’s scope has overlap with his, then these two players found a match. And based on the RD, there’s an initial scope, and the higher the RD, the larger the scope is. As time goes by, the scope will become larger and larger, the RD is higher, the speed of expansion is larger. So, this mechanism can lower the time of matchmaking of these players, and the Gaussian distribution can be used to explain the reasons [5]. Also, these players often have very little change of TR after a match (like from 24964 to 24965), so, for these two reasons, some players have rated that high choose to keep their RD high (most of their RD is higher than 100, they do not have a rank so they do not appear in this Glicko-RD graph).

2.2. Case of opponent’s RD is lower
When opponent’s RD is lower, the more the RD of the player will reduce. On one hand, If the opponent’s RD is lower, this means that the certainty of the opponent’s rating is higher, so more “information” can be collected from this game. Thus, the RD of the player should be lower. On the other hand, if the opponent has a very high RD, whether the player wins or loses the game is quite unsure. This is because his opponent’s uncertainty of rating is very high, his rating will change to a more “uncertain” condition.
than he meets the opponent with same rating but lower RD. Suppose a player, with RD 61, meet with another player, with rating same as him and RD 61, his RD goes to 60.9591. But if he meets another player with rating 1500 and RD 350, his RD rises to 61.4493. Based on these observations, the confidential interval can be given accordingly [6].

The Figure 2 describes how a player’s RD change when he has an RD 61 and meet an opponent with same rating but different RD. The new players, have the set rating 1500 and RD 350. New players often don’t have the real rating of 1500, so, the players who have rating around 1500 often meets these new players, and most of the times either they are defeated miserably or get victory very easily, so, their rating sometimes can be higher or lower than expected ones. So, their RD should be higher because the uncertainty of their rating increased.

2.3. Case of the player’s RD is higher
When the player’s RD is higher, the more the RD of the player will reduce. In Glicko-2, the reduction of RD isn’t linear. The left panel of Figure 3 below shows that how the player’s RD changes if he with an initial RD 350 and always meets an opponent with same rating as him and RD 61.
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**Figure 3.** Left: The relationship between play counts and player’s RD in the ideal condition. Right: The relationship between player’s RD and the change of player’s RD after a match.

The right panel of Figure 3 shows how the player’s RD changes if he meets an opponent with RD 61 with different RD. In Glicko, the reduction of RD is linear. So, if a player in Glicko system has a very high RD and the $RD_{step}$ is low, in the first few matches, the player will always get a very high rating change because the RD is very high, unlike the Glicko-2, the RD drops dramatically when player’s RD is very high, so the player will be tough for the constantly large change of rating. This phenomenon is very likely that in the badminton exercise [7]. And, when the player’s RD lowered down, the magnification declines more, so the player will feel that the change rate of rating highly declined suddenly. Sometimes the player’s rating has a high error. Suppose the $RD_{step}$ is high, 60, the RD is 60 and the RD of the player is 120, and the rating currently is his true level. On this situation, he wins a match and his RD goes to 60, which is the minimum number of RD, means that his rating is very convincing, but the fact is the rating is higher than his level. But in Glicko-2, the $RD_{step}$ is relatively high when RD is high, and the $RD_{step}$ is relatively low when RD is low. Thus, it can solve the problem mentioned before [8].
3. Application

In Tetr.io, the final ranking isn’t base on the rating. Recalling the statistics learning [9], it is inferred that the final ranking is based on TR

\[
TR = \frac{25000}{(1500-r)\pi} \left[ 1 + \frac{1}{10^{\frac{3 \ln(10)^2 RD^2 + C}{3(\ln 10)^2 RD^2 + C}}} \right]
\]

where \(C\) is a constant and \(C = 2500(64\pi^2 + 147(\ln 10)^2)\). It can be easily seen that the TR is affected by both rating and RD. The rating-TR curve is an S-curve. The blue curve has an RD of 61, and the orange curve has an RD of 350. So, when the RD is higher, the curve slopes more gently [10]. Both the curves are symmetric with point (1500,12500), see Figure 4.

![Figure 4. The relationship between player’s rating and TR in RD 61 and 350](image)

In Tetr.io, if the player’s rating is less than 1500, when the RD is higher, the TR will be higher; if the player has a rating higher than 1500, when the RD is higher, the TR is lower. What’s more, if a player has not played for a period and the RD rose, the player’s TR on the board will not change, means that the player’s TR on the board is different from the actual TR the player has, higher than actual for players have ratings higher than 1500, lower than actual for players have ratings lower than 1500, sometimes the difference can be significance. The author notes in passing that Markov chain Monte Carlo seems to be a good choice to mimic the change process of the ratings [11]. So, if a player has not played for a long time, and the RD changed, have a rating lower than 1500, goes to have a play and loses, he will lose less TR compared to the player has same RD but RD not change between last and current game. Be the same, if a player in this situation has a rating higher than 1500, he will win less TR and lose more TR. For people in low rank, this mechanism may be a protection, encourage them to play more because they lose less TR and win lots of TR. In Tetr.io, only people have a RD lower than 100 can present in the league tables, so the change of TR can be somewhat neglectable. According to the result shown bytetri.io website, it is found that the RD affect the ranking in some degree when RD is relatively lower.

4. Conclusion

This article illustrates the importance of games, thus the article introduces the Glicko grading system, shows how the RD changes in Glicko-2 grading system and compares it to the original Glicko grading system, by listing the formulas to calculate how the update of the rating and RD of the player, analyzes how it different from the calculative method in the Glicko system, and gave some detailed examples, how the changing of RD related to the difference in rating: when difference is larger, the RD of the
player will become higher, how the changing of RD related to the opponent’s RD: when opponent RD is higher, the RD of the player will become higher, how the changing of RD related to the current RD the player has: when current RD is higher, the player’s RD will reduce more, and give the images of the relationship, explained how the Glicko-2 improve the imperfections in the Glicko. This article also gave an example of the actual application of the Glicko-2, which do some changes of it. The aim of the article is to state that the method of calculating RD in Glicko-2 is an improvement of the original Glicko grading system, and show how it can change in the future by giving an example of the rating, RD and TR transferring in Tetr.io.
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