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Abstract. Forecasting house price index is a useful and classic problem in real estate and 

investment fields. Predicting house price index in a region not only helps investors make sensible 

decisions but also aids the government in promulgating policy. This paper will use some simple 

forecasting models (mean model, naïve model, drift model, linear model and ARIMA model) in 

forecast test part and by seeing the average value of their residuals and checking whether the 

distribution of the residuals approximates the normal distribution, select the one with the highest 

accuracy among them for the final prediction. Multiple linear regression is also used to find if 

there is relationship between predicted data and possible influencing factors (such as income, 

unemployment rate and population) and then use the factors that have strong correlation with 

predicted data to optimize our forecasts and provide a more accurate prediction for the house 

price index in California in the next few years. 
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1.  Introduction 

Forecasting housing price index is a classic problem in real estate and investment fields which can assist 

enterprises in adjusting investment strategy, help house buyers make sensible decisions and aid the 

government in promulgating policy. This paper will forecast the house price index for California with 

some models based on R studio. 

When considering the impact of economic factors on housing price index, in 1994, John M. as well 

as Carmelo applied the method of repeat sales and the assessed value method and then concluded that 

the combination of two variables (like inflation and unemployment) can be beneficial to forecasting 

house price changes with the AV model [1]. David and Jack found that it is difficult to identify one 

particular variable or a very small number of variables that are able to forecast the housing price in 2007 

[2]. In similar directions, in 2016, Wei and Cao concluded that no single factor has absolute superiority 

over others in forecasting the housing price since the best predictors change over time [3]. Bork and 

Moller applied the Dynamic Model Averaging and Dynamic Model Selection and found that the best 

predictors vary during different time periods [4]. These previous researches suggest that we should 

consider the interaction between multiple variables while researching and the result of forecast the 

housing price index will help the government make policy change, which is supposed by Chen, Cheng 

and Mao that will have influence on the housing price in the future [5]. 

When it comes to the models that have been used in previous studies, in 2010, Gu et al. presented a 

hybrid of genetic algorithm and support vector machines (G-SVM) approach to predict the housing price 
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in China [6]. Then Gupta et al. combined the Ensemble Empirical Mode Decomposition model with the 

Support Vector Regression methodology to forecast the housing price of the US in 2014 and found that 

the accuracy of this EEMD-EN-SVR model is higher than that of the Random Walk model [7]. After 

that, the integration of Entropy and ANN presented by K. C. LAM, et al. forecasted the housing price in 

Hong Kong [8]. While the ANN model performed better when the size of sample is relatively small and 

the number of variables is suitable, so the optimal number of variables should be found before applying 

this model. By the way, the similar model (ANN) was proved to be accurate in forecasting in 2016 by 

Lim et al. [9]. In 2018, the fusion of Step-wise and SVM model was supposed to be a competitive 

approach and was applied to forecast the housing price in Melbourne by Phan [10]. Although the 

accuracy of these models is beyond doubt, they are all complicated and some of them require users to 

find the optimal sample number or other things that needed in the model before using, which adds 

difficulty in applying them.  

This paper will use the simple forecast models in time series to predict the housing price index in 

California (a more detailed region), take multiple variables into account and see their effect, then 

combine the results from the two parts, give a general forecast value for the all state by checking the 

residuals of those simple models and select the most accurate one and then improve the accuracy of the 

results by increasing or decreasing certain values based on different regional situations (for instance, the 

region that has high average income per capita may receive some increasing in the predict value). This 

paper aims to use models that are easy to be explained to provide prediction for the index of housing 

price in California and optimize the forecast by considering the effect of multiple variables. 

2.  Methods 

2.1.  Data sources 

The data of house price index in California for this paper is collected from the Federal Reserve Economic 

Data Website, which is a quarterly data and collect the observation from 1975.1.1 to 2023.4.1. Other 

data that may be related to house price index such as unemployment rate, income and population are 

also downloaded from this website. 

2.2.  Indicator selection and description  

The FHFA House Price Index is an integrated set of the indexes of housing price collected from the 

public that gauge variation in single-family home values based on data that trace back to the mid-1970s 

from all fifty states and more than four hundred American cities. In this paper, we forecast this data to 

predict the future trend of house price in California. 

In order to optimize our forecast, this paper choose some data that may be related to house price 

index and see if there is some relationship between them (Table 1). 

Table 1. Variable description. 

Variable Description 

Unemployment rate 
The proportion of the working population who have not worked in a certain 

period of time who meet all the conditions for employment 

Income per captia The ratio of the total income of residents in a region to the number of people 

Population The number of people in a geographic area 

2.3.  Research protocol 

This paper uses four models for forecasting, including the mean model, the naïve model, the linear model, 

the drift model and the ARIMA model, and then test their accuracy for prediction in order to choose the 

most suitable one for forecasting the house price index in California. This paper then uses the multiple 
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linear regression (MLR) to see if there is some relationship between the variables we assume and the 

predicted data. 

2.4.  Model principle 

2.4.1.  The mean model. Here, the predictions of all values in the future are equivalent to the average 

value of the previous data. If we denote the previous data by  y1, … , yT then we use  yT+h|T = (y1 +

⋯ + yT) ÷ T to express our predictions. The notation   yT+h|T  is a short-hand for the assessment of 

  yT+h stem from the data   y1, … , yT.  

2.4.2.  The naïve model. In naive model, all predictions are simply considered to be equal to the value 

of the last observation, which can be expressed as yT+h|T = yT. This method usually works very well in 

some time series in economic and financial fields. 

2.4.3.  The drift model. Drift is considered as the value of variation over time. By considering the drift 

in the previous as the mean change in the whole data, the prediction for time T + h is given byyT+h|T =

yT +
h

T−1
∑ (yt − yt−1)T

t=2 = yT + h (
yT−y1

T−1
). The method is just like connecting a line between the first 

and last data points and extending the line along the timeline. 

2.4.4.  The ARIMA model. The ARIMA model (no seasonal) is the combination of autoregressive models 

and moving average models. Full equation of this model can be written as  yt
, = c + ∅1yt−1

, + ⋯ +
∅pyt−p

, + θ1εt−1 + ⋯ + θqεt−q + εt  , where yt  is the differenced series. Lagged values of yt  and 

lagged errors are both included in the values of the forecasts. We call this an ARIMA (p, d, q) model. 

2.4.5.  The linear model. This model indicates a linear relationship between y and x, where y is the 

predicted variable and x is the predictor variable: yt = β0 + β1xt + εtThe first coefficient β0 represents 

the intercept of this line, and the gradient of this line is denoted by the second coefficient  β1 . The 

intercept β0 shows what y equals when x is zero. The slope β1 shows the mean variation of y for each 

unit increase in x. 

3.  Results and discussion 

3.1.  Mean model 

This paper firstly tests the mean model: 

 

Figure 1. Fitted line of mean model 
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Table 2. Results of Ljung-Box test for mean model 

Ljung-Box test 

Q* = 1232.6, df = 8, p-value < 2.2e-16 

 

Figure 2. Residuals of mean model 

From figure 1, we can see that the fitted line of the mean model is not close to the real data trend. 

From table 2, the Q value is very big from the Ljung-Box test. From figure 2, the average value of the 

residuals isn’t near 0, the lags have a strong trend in the ACF graph and the distribution of residuals isn’t 

close to the normal distribution, so the mean model isn’t a good model for forecasting this data. 

3.2.  Naïve model 

This paper then tests the naïve model: 

 

Figure 3. Fitted line of naïve model 

Table 3. Results of Ljung-Box test for naïve model 

Ljung-Box test 

Q* = 340.13, df = 8, p-value < 2.2e-16 
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Figure 4. Residuals of naïve model 

From figure 3, the fitted line of the naïve model is very close to the real data line. From table 3, the 

Q value is not very small. From figure 4, the average value of the residuals isn’t near 0, some of the lags 

exceed those blue lines interval in the ACF graph and the distribution of residuals is not very close to 

the normal distribution, so the naive model isn’t a suitable model for forecasting this data. 

3.3.  Drift model 

Drift model is tested by using the data of house price index in California: 

 

Figure 5. Fitted line of drift model 

Table 4. Results of Ljung-Box test for drift model 

Ljung-Box test 

Q* = 340.13, df = 8, p-value < 2.2e-16 
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Figure 6. Residuals of drift model 

From figure 5, the fitted line of drift model is close to the real data line. From table 4, the Q value of 

drift model is not very small. From figure 6, the average value of the residuals is close to 0, but some of 

the lags exceed the blue line interval in the ACF graph and the distribution of residuals isn’t very close 

to the normal distribution, so the drift model isn’t a suitable model for forecasting this data. 

3.4.  ARIMA model 

ARIMA model is tested by using the data of house price index in California: 

 

Figure 7. Fitted line of ARIMA model 

Table 5. Results of Arima model 

 ar1 sma1 sma2 drift 
 0.7269 0.3592 0.1434 4.3422 

s.e. 0.0504 0.0877 0.084 2.7125 

AIC=1302.38  AICc=1302.71  BIC=1318.67 
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Table 6. Results of Ljung-Box test for ARIMA model 

Ljung-Box test   

Q^*=7.1024, df = 5,  p-value = 0.2131   

 

Figure 8. Residuals of ARIMA model 

From table 5 and 6, the auto-ARIMA suggests us to use (1,1,0)(0,0,2) ARIMA model. From figure 

7, the fitted line of ARIMA model is pretty close to the real data line. From table 5, the Q value is pretty 

small from the Ljung-Box. From figure 8, the average value of the residuals is close to 0, no lag exceed 

the blue line interval in the ACF graph, so the ARIMA(1,1,0)(0,0,2) model may be a good model for 

forecasting this data. 

3.5.  Linear model 

Linear model is then tested in this paper: 

Table 7. Results of linear regression model 

 Estimate Std. Error t value Pr>|t|  

(Intercept) -20.2655 12.137 -1.67 0.0966.  

trend 3.6876 0.1085 33.99 <2e-16 *** 

Signif. codes: 0’***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1’ ‘ 1 

Multiple R-squared: 0.8581, Adjusted R-squared: 0.8574 

F-statistic: 1155 on 1 and 191 DF, p-value: < 2.2e-16 
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Figure 9. Fitted line of linear model 

 

Figure 10. Residuals of linear model 

From table 7, the equation between y and x is y=3.6876x-20.2655, the p value of the estimate of 

trend is between 0 and 0.001, which provide significant evidence for this model. From figure 9, the fitted 

line of the linear model is not close to the real data line. From figure 10, the average value of the residuals 

isn’t very close to 0, many of the lags exceed the blue line interval in the ACF graph and the distribution 

of residuals is not close to the normal distribution, so the linear regression model isn’t the suitable model 

for forecasting this data. 

3.6.  Forecast house price index 

This paper has found that the ARIMA model is the most suitable model in the five simple models, so it 

is used for our final forecast: 
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Figure 11. Forecasts from ARIMA model 

From the forecasts in figure 11, the house price index in California in the next few years will be in 

the range from 850 to 1000. 

3.7.  Multiple linear regression 

In this paper, we then use the multiple linear regression model in order to see if there is relationship 

between house price index in California, income per captia in California, unemployment rate in 

California and the population in California. 

From the multiple linear regression results, the p value of population is pretty big, which is close to 

1, while the p value of income and unemployment rate is pretty small (between 0 and 0.001), which 

provide significant evidence for the relationship between house price index and these two elements. 

 

Figure 12. Correlation analysis chart 
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In order to see the complex relationship between these elements, this paper draw the correlation 

analysis chart by R studio. From figure 12, we can see that income and population have a strong 

relationship (because the r value between them is 0.99, which is very close to 1). House price index and 

income, house price and population also have strong relationship, with r value of 0.96 and 0.95 

respectively. But the r value between house price index and unemployment rate is not very big (-0.36), 

which indicates that there is only weak correlation between these two elements, so unemployment rate 

in California may not be a good predict variable for the house price index in California. 

4.  Conclusion 

By checking the residual of the models used in this paper, this paper found that the ARIMA model done 

the most accurate job in forecasting the house price index in California. By doing multiple linear 

regression with the house price index and three possible factors related to it, as well as drawing the 

correlation analysis chart between the four elements, this paper found that the income per captia in 

California not only shows high significance but also has strong correlation with the house price index 

in California, so it can be a useful predictor for house price index. Although the unemployment rate 

shows high significance in linear regression model, its correlation with house price index in not very 

strong, so it may not be a good predictor and the high significance may attribute to the large data volume. 

And the population also has strong correlation, but it doesn’t have high significance, which may because 

there is a non-linear relationship between these two elements. In conclusion, this paper will use the 

ARIMA model to predict the house price index in California in the next few years and consider income 

per captia in California as a predict factor to optimize the results. 

By combining the forecast model and the multiple linear regression, in the region that has higher 

income per captia as well as higher population, the house price index will be higher, may be around 950, 

and in the region with lower income per captia as well as lower population, the house price index will 

be lower, may be around 850. There may be other factors that have effects on the house price index as 

well as more detailed data to do research with. In the future, if more time and data are provided, more 

variables are considered, the forecast may become more accurate and more useful. 
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